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ABSTRACT
It is commonly perceived that fake news and real news exhibit

distinct writing styles, such as the use of sensationalist versus ob-

jective language. However, we emphasize that style-related features

can also be exploited for style-based attacks. Notably, the advent
of powerful Large Language Models (LLMs) has empowered mali-

cious actors to mimic the style of trustworthy news sources, doing

so swiftly, cost-effectively, and at scale. Our analysis reveals that

LLM-camouflaged fake news content significantly undermines the

effectiveness of state-of-the-art text-based detectors (up to 38%

decrease in F1 Score), implying a severe vulnerability to stylistic

variations. To address this, we introduce SheepDog, a style-robust

fake news detector that prioritizes content over style in determin-

ing news veracity. SheepDog achieves this resilience through (1)

LLM-empowered news reframings that inject style diversity into the

training process by customizing articles to match different styles;

(2) a style-agnostic training scheme that ensures consistent veracity

predictions across style-diverse reframings; and (3) content-focused
veracity attributions that distill content-centric guidelines from

LLMs for debunking fake news, offering supplementary cues and

potential intepretability that assist veracity prediction. Extensive

experiments on three real-world benchmarks demonstrate Sheep-

Dog’s style robustness and adaptability to various backbones.
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A 33-year-old father from the U.K. is 
completely cancer-free, but not because 
of chemotherapy or radiation. … he 
successfully eliminated this cancer on 
his own by taking therapeutic doses of 
cannabis oil …

In a remarkable turn of events, a 33-
year-old father from the United Kingdom 
has defied medical expectations and 
overcome terminal bowel cancer without 
the use of chemotherapy or radiation. … 
took matters into his own hands and 
found an unconventional solution to his 
dire situation: therapeutic doses of 
cannabis oil …

Ground Truth: Fake News

LLM-Empowered Style Attacks

“Fake”

“Real”

LLM

“use the style of 
The New York Times”

Detector

Detector

Figure 1: A motivating example of LLM-empowered style
attacks on text-based fake news detectors, where fake news
is camouflaged with the style of reliable news publishers.

1 INTRODUCTION
Psychological theories, such as the Undeutsch hypothesis [3], sug-

gest that genuine and fake statements exhibit distinct linguistic

styles. Indeed, reputable news sources uphold journalistic integrity,

emphasize accuracy and fact-checking, and maintain a balanced

tone [5]. In contrast, unreliable outlets often resort to sensation-

alism, lack credible sources, and may exhibit partisan biases [19].

Building upon these stylistic differences, recent advances in auto-

mated fake news detection have incorporated sentiment features

[1, 64] to enhance the detector, and highlighted the significance of

styles in discerning between hyperpartisan news and well-balanced

mainstream reporting [44].

While style-related features serve as key indicators in identify-

ing fake news, they also offer a direct avenue for malicious users

to conduct style-based attacks. This problem is exacerbated by

the advent of powerful Large Language Models (LLMs) [7, 37, 39],

whose unprecedented capabilities for reasoning and generative

tasks [55, 66] bridges the gap between machine-generated and

human-written news. Consequently, malicious actors now possess

the capability to mimic the style of reputable news sources, in an

attempt to evade automated detection. As shown in Figure 1, using
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a style-oriented prompt (i.e., “style of The New York Times”), LLM-

camouflaged fake news successfully bypasses a RoBERTa [30]-based

fake news detector.

The impact of stylistic variations on fake news detectors has

received limited attention, despite prior investigations into attacks

regarding social engagements [54], word-level perturbations [27],

and machine-generated malicious comments [29]. To assess the

robustness of text-based fake news detectors, we introduce a series

of style-based attacks, specifically by tailoring news articles to ad-

versarial writing styles (detailed in Section 4.1). Our experiments,

as summarized in Table 1, reveal a significant performance degra-

dation in state-of-the-art text-based detectors, with some suffering

up to a 38% decline in F1 Score. Existing detectors, well-fitted to

real news from trustworthy sources and fake news from unreli-

able sources, struggle to adapt to real-world scenarios where news

content is presented in diverse styles.

To address the style-related vulnerability of text-based detectors,

we introduce SheepDog, a style-robust approach that consistently

recognizes trustworthy content and identifies deceptive content,

even when concealed within the LLM-empowered “sheep’s cloth-

ing”. Built upon a pretrained language model (LM) backbone, which

can be fully fine-tuned to capture task-specific salient features, and

leveraging the strong zero-shot reasoning and generative capabili-

ties of LLMs, SheepDog effectively combines the strengths of both

(fine-tuned LM: specialized; LLM: versatile).

The style-agnostic nature of SheepDog stems from its utilization

of LLM-empowered news reframings. To accommodate the wide

spectrum of writing styles presented in real-world news articles, we

harness the impressive capabilities of LLMs in adhering to complex

real-world instructions [17]. By doing so, we can reframe training

articles into style-diverse expressions while preserving the integrity

of their content. Subsequently, through style-agnostic training, we
aim to ensure consistency in the model’s veracity predictions across

each news article and its style-diverse reframings. This training

scheme encourages SheepDog to discount style-related features,

enabling it to focus on capturing style-agnostic veracity signals

from the news content.

To reinforce the emphasis of our approach on news content over

style, we propose to incorporate content-focused veracity attribu-
tions from an LLM to inform veracity predictions. Leveraging the

extensive world knowledge and reasoning capabilities within LLMs

[4, 33], we elicit explanatory outputs from LLMs regarding the ve-

racity of news articles, with reference to a set of content-centric

fake news debunking rationales specifically related to news content

(detailed in Section 5.3). By converting these rationales into precise

pseudo-labels, we introduce additional weak supervision that steers

SheepDog towards learning robust, style-agnostic news representa-

tions. Our approach leverages these attribution-level predictions

not only to facilitate style robustness but also to potentially offer

explainability into the veracity of news articles.

Our key contributions are summarized as follows:

• Empirical Finding: We present a novel finding on the style-
related vulnerability of state-of-the-art text-based fake news de-

tectors to LLM-empowered style attacks.

• LLM-Empowered Style Robustness: We introduce SheepDog,

a style-agnostic fake news detector that achieves robustness

through style-agnostic training and content-focused veracity

attribution prediction, synergized within a multi-task learning

paradigm.

• Effectiveness: Extensive experiments demonstrate that Sheep-

Dog achieves significantly superior style robustness across multi-

ple style-based adversarial settings, and yields consistent perfor-

mance gains when combined with representative LM and LLM

backbones.

2 RELATEDWORK
FakeNewsDetection.Automated fake news detection has been ex-

plored using a wide range of neural architectures [42, 49, 67]. Apart

from extracting lexical [45] and sentiment features [44] within the

news article text, many methods incorporate auxiliary features

to supplement veracity prediction, including user comments [49],

news environments [48], knowledge bases [10, 13], temporal pat-

terns from users [46], and social graphs [36, 59, 60]. Recent studies

also seek to address challenges including temporal shift [22], en-

tity bias [69] and domain shift [34, 35, 70] in fake news detection

scenarios. In this work, we adopt a text-based perspective, specifi-

cally focusing on enhancing the robustness of fake news detectors

against stylistic variations.

Adversarial Attack on Fake News Detectors. Investigating the

vulnerabilities of fake news detectors is central to improving their

real-world applicability. Hence, existing efforts [15, 20, 27, 32, 54, 68]

have studied the impact of different attacks from multiple aspects,

including manipulation of social engagements [32, 54] and user

behavior [15], fact distortion [27], subject-object exchange [68], and

blocking of data availability [20]. However, the impact of writing

styles remains underexplored. To bridge this gap, we investigate

the resilience of text-based detectors against LLM-empowered style

attacks, and propose a style-agnostic solution.

LLM Capabilities and Misinformation. LLMs [37, 38, 52] have

demonstrated remarkable reasoning capabilities that even match or

surpass human performance in certain scenarios [55, 66]. However,

the impressive strengths of LLMs have also attracted increasing

attention towards LLM-generated misinformation [28]. Recent in-

vestigations have found that LLMs can act as high-quality misin-

formation generators [25, 31, 41, 62], and that LLM-generated mis-

information is generally harder to detect [8, 9]. On a related front,

recent work explore the role of LLMs as fact-checkers [14, 40, 65]

and fake news detectors [9, 43], and leverage the commonsense rea-

soning capabilities to elicit supplementary explanations from LLMs

[4, 18, 21, 33] that facilitate a wide range of tasks. Although we

also instruct an LLM to generate style-related adversarial articles,

our goal is to simulate real-world scenarios where news are pre-

sented in diverse styles. Additionally, instead of leveraging LLMs

to make veracity judgments that distinguish false information from

the truth [9, 21, 31, 43], in this work, we investigate the role of

LLMs in enhancing the style robustness of text-based fake news

detectors, specifically through injecting style-diverse reframings

and content-centric cues into the training process.

3 PROBLEM DEFINITION
Let D be a news dataset consisting of 𝑁 questionable news pieces,

denoted as 𝑝1, 𝑝2, . . . , 𝑝𝑁 . Among the news pieces, P𝐿 ⊂ D is a
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set of labeled news articles. Each news article in P𝐿 is assigned a

ground-truth veracity label 𝑦. In line with prior work [49, 64, 67], 𝑦

is a binary label that represents either real news or fake news.

As we focus on style-related issues, we consider a text-based
setting. Formally, the problem can be defined as follows:

Problem 1 (Text-Based Fake News Detection). Given a news
dataset D with training labels Y𝐿 , the goal is to predict the veracity
labels of unlabeled news pieces P𝑈 = D \ P𝐿 .

4 LLM-EMPOWERED STYLE ATTACKS
In this section, we establish a series of LLM-empowered style at-

tacks, and conduct preliminary analysis to assess the robustness of

state-of-the-art text-based fake news detectors.

4.1 Attack Formulation
The impressive capabilities of LLMs [7, 37, 39] enable malicious

users to disguise fake news with restyling prompts, resulting in

camouflaged articles that closely resemble reliable sources. In this

work, we explore a direct form of style-based attack utilizing news
publisher names (e.g., “CNN”). These names possess distinct styles

that can be readily adopted by producers of fake news, making

them a likely occurrence in real-world scenarios.

To simulate the adversarial situations where news articles are

restyled in relation to various publishers, we manipulate the styles

of both trustworthy and unreliable news. Specifically, among the

test samples, we utlize an LLM to rephrase real news in the style

of tabloids, and fake news in the style of mainstream sources. Our

general prompt format is shown as follows:

Rewrite the following article using the style of [publisher

name]: [news article]

Based on publisher popularity, in the place of [publisher name],

we select “National Enquirer" to transform real news, and “CNN”

to transform fake news. These LLM-restyled test articles are then

employed to evaluate the resilience of a detector against style-based

attacks, as illustrated in Figure 1.

4.2 Style-Related Detector Vulnerability
Automated fake news detection becomes increasingly difficult against

LLM-empowered style attacks. In this subsection, we conduct pre-

liminary analysis on real-world new articles to evaluate the influ-

ence of writing styles on text-based detectors. Our analysis is based

on the FakeNewsNet [50] benchmark (consisting of PolitiFact and

GossipCop datasets) and the Labeled Unreliable News (LUN) dataset

[45], with dataset descriptions relegated to Section 6.1.1 and Table 2.

Specifically, we investigate the following question: To what extent
can text-based fake news detectors withstand LLM-empowered
style attacks?

In Table 1, we examine 13 representative text-based detectors

under both original and adversarial settings (detailed method de-

scriptions are provided in Section 6.1.2). These detectors encompass

three categories: (1) text-based fake news detectors with diverse task-
specific architectures, including Recurrent Neural Networks (RNNs)

[49], Convolutional Neural Networks (CNNs) [67], Graph Neural

Table 1: Under LLM-empowered style attacks, existing text-
based fake news detectors suffer severe performance deterio-
ration in terms of F1 Score (%). (O: original; A (↓): gap between
original unperturbed performance and adversarial perfor-
mance on the test set formulated in Section 4.1).

Method PolitiFact GossipCop LUN

O A (↓) O A (↓) O A (↓)
dEFEND\c [49] 82.59 12.15 70.74 4.34 80.92 19.16

SAFE\v [67] 79.85 8.74 70.64 2.93 79.46 13.12

SentGCN [53] 80.77 13.82 69.29 5.59 79.66 16.65

DualEmo [64] 87.76 15.34 75.36 5.89 81.52 24.97

BERT [12] 84.99 12.68 74.50 5.52 80.96 24.61

RoBERTa [30] 87.40 11.23 74.05 3.05 82.12 29.65

DeBERTa [16] 86.30 11.73 73.80 2.85 83.67 30.34

UDA [61] 87.74 10.14 74.22 4.54 82.94 20.71

PET [47] 85.51 11.02 74.63 3.08 83.66 31.08

KPT [23] 87.70 13.26 74.23 2.63 84.06 31.83

GPT-3.5 [37] 69.61 27.48 56.30 16.71 79.97 20.34

InstructGPT [39] 64.59 20.69 50.38 9.13 68.16 11.39

LLaMA2-13B [52] 63.15 29.91 53.54 27.75 70.97 38.33

Networks (GNNs) applied to document graphs [53], and Trans-

formers [64]; (2) Fine-tuned LMs [12, 16, 23, 30, 47, 61] on the fake

news detection benchmark datasets; and (3) LLMs [37, 39, 52] with
zero-shot prompting. Few-shot and fine-tuned LLM experiments

are relegated to Appendix A.

We evaluate the robustness of detectors against LLM-empowered

style attack based on their performance under the adversarial set-

ting outlined in Section 4.1. Our empirical results in Table 1 and

Appendix A yield the following two implications:

Observation 1 (Style-Related Vulnerability of Fake News

Detectors). State-of-the-art text-based fake news detectors are sus-
ceptible to LLM-empowered style attacks. This susceptibility results
in substantial performance degradation,with an F1 Score decline of
up to 38.3% on the adversarial test set.

Observation 2 (Insufficiency of LLMs as Fake News De-

tectors). LLMs, despite their impressive zero-shot capabilities as
general-purpose foundation models, exhibit inferior detection perfor-
mance compared to text-based fake news detectors and pre-trained
LMs fine-tuned specifically for fake news detection.

Our two findings suggest a fundamental limitation of text-based

fake news detectors in achieving robust veracity predictions against

stylistic variations. Detectors overly influenced by styles struggle

to reliably differentiate between real and fake news, and even the

powerful LLMs may prove inadequate for the specific demands of

fake news detection. In the dynamic digital landscape, the styles of

news articles evolve rapidly, while the accessibility for malicious

users to manipulate style using LLMs exacerbates these variations.

Therefore, for effective deployment, a fake news detector must

prioritize the assessment of news content over style. This objective

motivates our subsequent innovations toward a style-agnostic fake

news detection approach.
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Fake News 
Detection Loss ℒ𝐧𝐞𝐰𝐬

BREAKING: Obamas Daughter BUSTED By The Cops For Doing This
At the Democratic National Convention, Michelle Obama tried to use
her daughters as shining examples …

Malia Obama's Recent Activities Raise Concerns Recently, reports
have emerged regarding the behavior of Malia Obama, daughter of
former President Barack Obama and Michelle Obama. At the
Democratic National Convention …

SHOCKING: Malia Obama CAUGHT in the Act at Democratic National
Convention! Brace yourself as we reveal the scandalous truth behind
Michelle Obama's failed attempt to showcase her daughters as role
models for America …
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Figure 2: Overview of the proposed SheepDog framework for style-agnostic fake news detection.

5 PROPOSED APPROACH
Building upon our empirical findings on the style-related vulnera-

bility of text-based fake news detectors, we introduce SheepDog,

a style-agnostic detector that reliably assesses news veracity. As

overviewed in Figure 2, SheepDog obtains style robustness from

two core objectives within amulti-task learning paradigm: (1) style-
agnostic training, which flexibly adapts an LM to the fake news

classification task, while ensuring consistent veracity predictions

across a diverse array of LLM-empowered news reframings; and (2)
content-focused veracity attribution prediction, which lever-

ages veracity-related insights from LLMs to inform model pre-

dictions. To enhance usability and composability, we design our

method to be simple and modular, allowing it to be integrated with

any LM and LLM backbone.

5.1 LLM-Empowered News Reframing
As suggested by our Observation 1, text-based fake news detectors

fitted to style-consistent real and fake articles exhibit limited adapt-

ability against stylistic variations. To overcome this limitation, our

key idea is to inject style diversity into the training stage through

a process we term reframing, where each news article is presented

in various styles.

SheepDog’s reframing strategy is driven by two sub-goals: (1) en-
compassing a wide range of styles and (2) maintaining the integrity

of the original news content. LLMs, capable of following complex

real-world instructions [17], inherently meet both criteria. This is

further validated by our analysis in Appendix C, where LLMs gener-

ally prove effective in transforming the tone of news articles while

preserving content consistency. Hence, for each training article, we

generate a series of prompts, each comprising the news article and

a style-oriented reframing instruction. The general structure of the

prompt is as follows, with a detailed example presented in Table 13:

Rewrite the following article in a / an [specified] tone:

[news article]

To generate news expressions that simulate both reliable and

unreliable sources, we establish a set of four general style-oriented

adjectives for the prompt: “objective and professional” and “neu-

tral” to emulate reliable sources, and “emotionally triggering” and

“sensational” for unreliable sources. During the training stage, for

labeled news article 𝑝 ∈ P𝐿 , we randomly select one reliable-style

reframing prompt and one unreliable-style reframing prompt to

generate diverse expressions. Through querying the LLM, we ob-

tain two corresponding reframings: one reliable-style reframing

denoted as 𝑝𝑅 , and one unreliable-style reframing denoted as 𝑝𝐹 .

5.2 Style-Agnostic Training
A style-robust fake news detector must be capable of discerning

the veracity of news articles based on their content, without being

influenced by stylistic features. To this end, we introduce a style
alignment objective that ensures close alignment among the veracity

predictions of news article 𝑝 , its reliable-style reframing 𝑝𝑅 , and its

unreliable-style reframing 𝑝𝐹 . This objective is derived as follows.

Let M be a pre-trained Language Model (LM) such as RoBERTa

[30]. Employing an LM as the backbone of the detector offers advan-

tages, as LMs can be readily fine-tuned for the fake news detection

task, which enables them to effectively extract salient task-specific

features from the news content. Through M, based on 𝑝 , 𝑝𝑅 and

𝑝𝐹 , we acquire article representations h ∈ R𝑑 , and reframing repre-

sentations h𝑅, h𝐹 ∈ R𝑑 :

h𝑝 = M(𝑝), h𝑅 = M(𝑝𝑅), h𝐹 = M(𝑝𝐹 ) . (1)

Subsequently, we apply a Multi-Layer Perceptron (MLP) to 𝑝 , 𝑝𝑅
and 𝑝𝐹 to obtain corresponding veracity predictions ỹ, ỹ𝑅, ỹ𝐹 ∈ R2:
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ỹ = MLP𝑝𝑟𝑒𝑑 (h), ỹ𝑅 = MLP𝑝𝑟𝑒𝑑 (h𝑅), ỹ𝐹 = MLP𝑝𝑟𝑒𝑑 (h𝐹 ) .
(2)

Each of ỹ, ỹ𝑅, ỹ𝐹 contain two logits that correspond to the real and

fake classes, respectively.

Despite differences in style, the fundamental news content re-

mains consistent across the original news article 𝑝 and its refram-

ings 𝑝𝑅 and 𝑝𝐹 . Ideally, 𝑝𝑅 and 𝑝𝐹 should yield the same veracity

prediction as 𝑝 . To this end, we formulate the following style align-
ment loss defined as:

L
style

= MEAN (L1 (ỹ𝑅, ỹ), L1 (ỹ𝐹 , ỹ)) , (3)

where L1 represents the The Kullback-Leibler (KL) divergence loss.

While aligning the predictions of 𝑝𝑅 and 𝑝𝐹 with 𝑝 , it is crucial

to ensure accurate veracity prediction for 𝑝 . Therefore, we also

incorporate a fake news detection loss:

Lnews = L2 (ỹ, 𝑦), (4)

where L2 represents the standard cross entropy (CE) loss.

5.3 Content-Focused Veracity Attributions
In addition to tuning the LM backbone with the style alignment

objective, which discounts style-related features and encourages

style-robust predictions, we further propose to integrate auxiliary

veracity-related knowledge and reasoning to inform veracity pre-

dictions. To achieve this goal, leveraging the impressive zero-shot

reasoning capabilities of general-purpose LLMs [4, 33] serves as a

promising solution.

Specifically, we elicit content-focused veracity attributions from
an LLM, which provides explanatory outputs on why each fake

news article in the training set is flagged as fake. Our prompt

consists of a fake news article and a predefined set C of content-

oriented rationales for debunking fake news (e.g., “lack of credible

sources” and “false or misleading information”; detailed rationales

are described in Appendix B.3). This prompt efficiently leverages

the LLM’s reasoning capabilities and prior knowledge to identify

characteristics associated with fake news, referencing the rationales

in C. The general prompt format is as follows:

Article: [fake news article]
Question: [given a list of content-centric rationales for

debunking fake news, ask the LLM to identify rationales

fulfilled by the fake news article]

Upon querying the LLM, we obtain a list of veracity attributions

based on the input article. These attributions are then converted

into |C|-dimensional pseudo-labels, where each rationale in C is

represented by a distinct binary label. For a given news article

𝑝 ∈ P𝐿 , this process yields pseudo-labels s ∈ R | C |
, which con-

tains supplementary veracity-related information. Similarly, for

reframings 𝑝𝑅 and 𝑝𝐹 , we obtain pseudo-labels s𝑅, s𝐹 ∈ R | C |
, re-

spectively. Notably, since C focuses solely on fake news indicators,

the pseudo-labels for real news and its reframings are uniformly

set to all zeros.

To distill the veracity-informed knowledge from these attribu-

tions, we introduce a multi-label attribution prediction objective.

Table 2: Dataset statistics.

Dataset PolitiFact GossipCop LUN

# News Articles 450 7,916 7,500

# Real News 225 3,958 3,750

# Fake News 225 3,958 3,750

This enriches our framework with additional content-centric guid-

ance, and offers potential explanability for articles identified as fake

during the inference stage (exemplified in Figure 3).

As shown in Eq. 1, we learn news representations h, h𝑅, h𝐹 ∈ R𝑑
for news article 𝑝 and its reframings 𝑝𝑅 and 𝑝𝐹 , respectively, using

a pre-trained LMM. Then, the attribution-level prediction scores

s̃, s̃𝑅, s̃𝐹 ∈ R | C |
are computed through another MLP:

s̃ = MLP𝑎𝑡𝑡𝑟 (h), s̃𝑅 = MLP𝑎𝑡𝑡𝑟 (h𝑅), s̃𝐹 = MLP𝑎𝑡𝑡𝑟 (h𝐹 ). (5)

The veracity attribution loss is then defined as:

Lattr = MEAN (L3 (ŝ, s),L3 (ŝ𝑅, s𝑅),L3 (ŝ𝐹 , s𝐹 )) , (6)

where L3 represents the binary cross entropy (BCE) loss, and ŝ
denotes the sigmoid-transformed scores in s̃ corresponding to each

rationale.

5.4 Final Objective Function of SheepDog
By enforcing consistency among style-diverse news reframings and

exploiting the content-focused attributions from the LLM, the final

objective function of SheepDog is defined as a linear combination

of the the style alignment loss (Eq. 3), the news classification loss

(Eq. 4), and the veracity attribution loss (Eq. 6):

L = L
style

+ Lnews + Lattr . (7)

SheepDog is designed as an end-to-end framework, where the

style-agnostic news veracity predictor and the content-focused

attribution predictor are trained simultaneously.

6 EXPERIMENTS
In this section, we empirically evaluate SheepDog to investigate

the following six research questions:

• Robustness Against Style Attacks (Section 6.2): How robust

is SheepDog against LLM-empowered style attacks?

• Effectiveness on Unperturbed Articles (Section 6.3): How

effectively can SheepDog identify fake news within the original

unperturbed test articles?

• Adaptability to Different Backbones (Section 6.4): How well

does SheepDog perform when combined with different LM and

LLM backbones?

• Ablation Study (Section 6.5): What are the respective roles

of style-agnostic training and content-focused attributions on

SheepDog’s style robustness?

• StabilityAcrossReframingPrompts (Section 6.6): Does Sheep-
Dog yield consistent improvements across diverse sets of news

reframing prompts?

• Case Study (Section 6.7): How can we interpret SheepDog’s

rationale for debunking fake news through its predictions on

content-focused veracity attributions?
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Table 3: SheepDog significantly outperforms competitive baselines on four adversarial test settings under LLM-empowered
style attacks (formulated in Section 4.1), in terms of F1 Score (%) . Bold (underlined) values indicate the best overall (baseline)
performance. Statistical significance over the most competitive baselines, computed using the Wilcoxon signed-rank test [56],
is indicated with ∗ (𝑝 < .01). (G1: text-based fake news detectors; G2: LMs fine-tuned to the fake news detection task; G3: LLMs)

Method PolitiFact GossipCop LUN

A B C D A B C D A B C D

G1

dEFEND\c 70.44 69.77 73.67 72.98 66.40 66.55 68.93 69.07 61.76 62.28 72.95 72.50

SAFE\v 71.11 70.80 75.55 75.24 67.71 67.05 68.31 67.65 66.34 67.08 72.40 73.16

SentGCN 66.95 62.50 69.54 65.08 63.70 63.07 63.61 63.01 63.01 62.50 76.11 75.56

DualEmo 72.42 71.23 77.07 75.80 69.47 68.50 71.69 70.71 56.55 54.78 68.53 66.80

G2

BERT 72.31 71.37 77.23 76.24 68.98 68.17 71.95 71.11 56.35 54.61 68.50 66.74

RoBERTa 76.17 74.95 78.28 77.05 71.00 70.47 72.56 72.02 52.47 53.62 68.31 69.46

DeBERTa 74.57 74.36 80.60 80.35 70.95 71.15 72.51 72.71 53.33 55.45 67.16 69.27

UDA 77.60 75.57 79.21 77.17 69.68 69.33 72.16 71.80 62.23 61.80 68.25 67.80

PET 74.49 70.75 75.49 71.76 71.55 70.85 73.74 73.02 52.58 53.30 63.71 64.33

KPT 74.44 73.32 77.73 76.60 71.60 71.01 73.69 73.10 52.23 53.62 65.71 67.15

G3
GPT-3.5 42.13 43.44 56.61 58.17 39.59 38.67 48.44 47.38 59.63 61.24 65.74 67.43

InstructGPT 43.90 43.90 54.21 54.21 41.25 40.18 44.26 43.12 56.77 57.15 58.93 59.32

LLaMA2-13B 33.24 34.48 53.64 55.45 25.79 26.06 37.07 37.40 32.64 33.00 50.81 51.33

Ours SheepDog 80.99∗ 79.89∗ 82.36∗ 81.24 74.45∗ 74.38∗ 75.95∗ 75.88∗ 85.63∗ 86.06∗ 87.89∗ 88.32∗

Table 4: Notations and setup for the four style-based adver-
sarial test sets in Section 6.2, denoted as A through D.

[publisher name] CNN The New York Times

National Enquirer A B

The Sun C D

6.1 Experimental Setup
6.1.1 Datasets. We evaluate our approach on three widely-used

real-world benchmark datasets: the FakeNewsNet public bench-

mark [50], which consists of thePolitiFact andGossipCop datasets,

and the Labeled Unreliable News (LUN) dataset [45]. Table 2 de-
scribes the dataset statistics. PolitiFact and LUN center on political

discourse, while GossipCop focuses on celebrity gossip. For the

LUN dataset, which further classifies unreliable news into three

sub-categories: satire, hoax, and propaganda, we conduct binary

classification between reliable (real) and unreliable (fake) news,

and ensure an equal number of unreliable news from each of these

fine-grained categories. To better simulate real-world scenarios, we

follow prior work [59] and adopt temporal data splitting on Politi-

Fact and GossipCop, where temporal information is available. The

most recent 20% real and fake news articles constitute the test set,

and the remaining 80% articles posted earlier serve as the training

set. We adopt random 80/20 training / test splits on LUN.

6.1.2 Baselines. We benchmark SheepDog against thirteen repre-

sentative baseline methods, which can be categorized as:

Text-based fake news detectors (G1) employ neural archi-

tectures tailored specifically for the fake news detection task. dE-
FEND\c is a variant of dEFEND [49] based on the news article text

that adopts RNN-based hierarchical co-attention. SAFE\v is a text-

based variant of SAFE [67] that leverages a CNN-based architecture

to learn semantic features. SentGCN [53] encodes veracity-related

sentence interaction patterns within each article using a GNN, and

DualEmo [64] incorporates emotion features from news publishers

and news comments. As our SheepDog approach does not involve

user comments, we implement DualEmo on a BERT-base [12] back-

bone with publisher emotion features for a fair comparison.

Fine-tuned LMs (G2) adapts pre-trained LMs to the fake news

detection task, and has proven effective in handling misinformation

scenarios [42]. In addition to three widely-recognized LMs, namely

BERT [12], RoBERTa [30], and DeBERTa [16], we include UDA
[61], a representative BERT-based model that employs diverse text

augmentations to yield consistent model predictions against input

noise. We also select two methods under the popular prompting par-
adigm: PET [47], which converts textual inputs into cloze questions

that contain a task description; and KPT, [24] which expands the

label word space with varied class-related tokens. For a fair compar-

ison, as our proposed approach does not involve unlabeled articles,

we implement UDA using consistency training on the supervised

training data, and exclude the self-training and PLM ensemble com-

ponents for PET. All methods in this category are implemented

with base version LMs, in line with our approach.

LLMs (G3) conduct zero-shot veracity prediction. We select

three representative baseline LLMs: GPT-3.5 [37], InstructGPT
[39], and LLaMA2-13B [52], detailed in Appendix B.1.

6.1.3 Implementation Details. We implement SheepDog and its

variants based on PyTorch 1.10.0 with CUDA 11.1. We utilize pre-

trained RoBERTa-base weights from HuggingFace Transformers

4.13.0 [58]. The LM backbone for SheepDog was configured with a

maximum sequence length of 512, a batch size of 4, and a learning

rate of 2 × 10
−5
. We prompt GPT-3.5 to generate news reframings,
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content-focused veracity attributions, and adversarial test articles.

(detailed prompting descriptions and examples are presented in

Appendix B.2 and B.3). For SheepDog’s attribution prediction and

veracity prediction, we employ two MLPs, each with a single layer

(we also implement a variant with 2-layer MLPs in Section 6.5). Our

model is fine-tuned for 5 epochs. For the implementation of base-

line methods, we adhere to the architectures and hyperparameters

recommended by their respective authors.

We evaluate model performance using Accuracy (%) and macro-

F1 Score (%). For all experiments except those involving LLMs, we

report averaged metrics over 10 runs of each method to provide a

comprehensive evaluation. In the case of LLM zero-shot predictions,

we employ greedy decoding and conduct each experiment once.

6.2 Robustness Against Style Attacks
We establish a series of LLM-empowered style attacks to assess

SheepDog’s robustness. Following our prompt template formulated

in Section 4.1, in the place of [publisher name], we select “National

Enquirer” and “The Sun” to camouflage real news, and “CNN” and

“The New York Times” for fake news, according to publisher popu-

larity. This yields 2×2 = 4 distinct adversarial test sets, labeled as A

through D in Table 4. Note that we report the results of SheepDog
on adversarial set A in all other subsections, unless otherwise
specified.

Table 3 compares the performance of SheepDog with competi-

tive baselines across adversarial test sets A through D under LLM-

empowered style attacks. We can observe that: (1) All baseline
methods are highly susceptible to LLM-empowered style attacks.

This vulnerability suggests that existing methods exhibit a tendency

towards over-fitting on style-related attributes. (2) UDA, which
leverages back-translation to generate diverse text augmentations,

consistently demonstrates higher robustness compared to its BERT

backbone. This suggests the efficacy of incorporating augmenta-

tions. However, UDA still struggles to fully adapt to significant

stylistic variances in the input articles. This limitation may be at-

tributed to the fact that augmentations through back-translation

alone cannot provide sufficient variance. (3) On the challenging

adversarial test sets of LUN, CNN-based SAFE\v and GNN-based

SentGCN are more robust than LM-based baselines, which suggests

that LMs can be more prone to overfit to style-related features. (4)
SheepDog outperforms the most competitive baseline by significant

margins. Across the three benchmarks, this improvement averages

to 2.59%, 2.77%, and 15.70% across the four adversarial test sets, in

terms of F1 score. The significantly greater improvements on LUN

might be attributed to dataset-specific stylistic attributes, toward

which we present a detailed discussion in Section 6.8.

6.3 Effectiveness on Unperturbed Articles
A desirable fake news detector should achieve style robustness

under adversarial settings without compromising its effectiveness

under the unperturbed setting. Our empirical results, presented in

Table 5, demonstrate that SheepDog excels in this regard. When

tested on the original, unaltered articles, SheepDog consistently

matches (on PolitiFact and GossipCop) or surpasses (on LUN) the

performance of the most competitive baseline, in terms of both

accuracy and F1 score. Similar to our observation (4) in Section 6.2,

Table 5: SheepDog achieves performance (%) that is compara-
ble or superior to competitive baselines on the unperturbed
original test sets. Bold (underlined) values indicate the best
overall (baseline) performance, and ∗ indicates 𝑝 < .01 using
the Wilcoxon signed-rank test [56].

Method PolitiFact GossipCop LUN

Acc. F1 Acc. F1 Acc. F1

dEFEND\c 82.67 82.59 70.85 70.74 81.33 80.92

SAFE\v 79.89 79.85 70.71 70.64 79.93 79.46

SentGCN 81.11 80.77 69.38 69.29 80.07 79.66

DualEmo 87.78 87.76 75.51 75.36 81.78 81.52

BERT 85.22 84.99 74.60 74.50 81.13 80.96

RoBERTa 88.00 87.40 74.14 74.05 82.53 82.12

DeBERTa 86.33 86.30 73.86 73.80 84.01 83.67

UDA 87.77 87.74 74.28 74.22 83.02 82.94

PET 85.56 85.51 74.75 74.63 84.00 83.66

KPT 87.78 87.70 74.38 74.23 84.40 84.06

GPT-3.5 71.11 69.61 61.49 56.30 80.67 79.97

InstructGPT 67.78 64.59 58.33 50.38 70.87 68.16

LLaMA2-13B 65.56 63.15 55.74 53.54 72.47 70.97

SheepDog 88.44 88.39 75.77 75.75 93.05∗ 93.04∗

Table 6: On different LM backbones, SheepDog demonstrates
stable and significant improvements (in F1 %). Statistical sig-
nificance over the respective LM backbone is computed using
the Wilcoxon signed-rank test [56], denoted by ∗ (𝑝 < .01).

Method PolitiFact GossipCop LUN

RoBERTa 76.17 71.00 52.47

SheepDog-RoBERTa 80.99∗ 74.45∗ 85.63∗

BERT 72.31 68.98 53.97

SheepDog-BERT 81.37∗ 73.54∗ 80.36∗

DeBERTa 74.57 70.95 53.33

SheepDog-DeBERTa 81.10∗ 73.89∗ 82.58∗

the significant performance gains on LUN might also stem from

dataset-specific stylistic features (detailed in Section 6.8).

6.4 Adaptability to LM / LLM Backbones
To assess the flexibility of SheepDog, we evaluate the performance

of SheepDog combined with three representative LMs: RoBERTa,

BERT and DeBERTa. We also evaluate RoBERTa-based SheepDog

combined with two representative LLMs: the closed-source GPT-3.5

and the open-source LLaMA2-13B.

As demonstrated in Table 6, SheepDog (1) substantially enhances
the performance of each respective LM backbone. Additionally, as

shown in Table 7, SheepDog (2) also achieves superior style ro-

bustness when utilizing both closed-source and open-source LLMs.

This adaptability highlights SheepDog’s style robustness from style-

invariant training and content-focused attribution prediction, im-

plying its practical utility in real-world scenarios where different

LMs and LLMs may be preferred or more readily available.
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Table 7: Leveraging closed-source and open-source LLM back-
bones, SheepDog demonstrates stable and significant im-
provements (in F1 %). Statistical significance over the fine-
tuned RoBERTa backbone is computed using the Wilcoxon
signed-rank test [56], denoted by ∗ (𝑝 < .01).

Method PolitiFact GossipCop LUN

SheepDog 80.99∗ 74.45∗ 85.63∗

SheepDog-LLaMA2 80.82
∗

74.04
∗

81.87
∗

RoBERTa 76.17 71.00 52.47

Table 8: Ablation of SheepDog demonstrates benefits of LLM-
empowered news reframing (denoted as R) and content-
focused veracity attributions (denoted as A) in F1 Score (%).

Method PolitiFact GossipCop LUN

SheepDog 80.99 74.45 85.63
w/ 2-layer MLP 79.83 74.03 84.75

- R 76.71 70.98 53.27

- A 80.73 73.74 84.83

RoBERTa 76.17 71.00 52.47

6.5 Ablation Study
To gain deeper insights into the functioning of SheepDog and the

role of its different components, we compare SheepDog with the

following three model variants:

• SheepDog w/ 2-layer MLP, which employs 2-layer MLPs with

hidden size of 64 as attribution detector and veracity detector.

• SheepDog-R, which excludes style-diverse news reframings and

the style-agnostic training component.

• SheepDog-A, which excludes content-focused veracity attribu-

tions and the attribution prediction component.

Results in Table 8 suggest that: (1) SheepDog-R without news re-

framings only yields slight improvements over fine-tuned RoBERTa,

which suggests the key role of diverse reframings in SheepDog’s ro-

bustness. (2) While the improvement of SheepDog over SheepDog-

A may seem slight, incorporating veracity attributions assists in

guiding the model to prioritize content over style. Furthermore,

SheepDog’s attribution predictor equips the framework with ex-

planatory outputs during inference stage, facilitating easier human

verification in real-world scenarios (see Figure 3 and Section 6.7 for

a concrete illustration of this functionality). (3) SheepDog, utilizing
one single layer for veracity prediction and attribution predictions,

slightly outperforms the variant employing 2-layer MLPs. This

suggests that the expressiveness of LMs, harnessed through our

proposed objectives, yields article representations that contain rich

indicators related to both attributions and veracity.

6.6 Stability Across Reframing Prompts
As detailed in Section 5.1, we utilize an LLM to generate two types of

reframings for a given training article 𝑝 : a reliable-style reframing

denoted as 𝑝𝑅 , and an unreliable-style reframing denoted as 𝑝𝐹 .

To assess SheepDog’s stability across different reframing prompts,

Table 9: Across different sets of news reframing prompts,
SheepDog demonstrates stable and significant improvements
over the most competitive baseline (in F1 %).

Method PolitiFact GossipCop LUN

Baseline (Best) 77.60 71.60 66.34

SheepDog 80.99 74.45 85.63

w/ R1 79.02 74.22 77.42

w/ R2 79.93 74.16 86.18
w/ R3 80.36 73.55 76.77

w/ R4 79.71 74.01 85.55

A 33-year-old father from the U.K. is completely 
cancer-free, but not because of chemotherapy 
or radiation. … he successfully eliminated this 
cancer on his own by taking therapeutic doses 
of cannabis oil …

In a remarkable turn of events, a 33-year-old 
father from the United Kingdom has defied 
medical expectations and overcome terminal 
bowel cancer without the use of chemotherapy 
or radiation. … took matters into his own hands 
and found an unconventional solution to his dire 
situation: therapeutic doses of cannabis oil … 

Ground Truth: Fake News

LLM-Empowered Style Attacks

“Fake”

“Fake”

SheepDog

SheepDog

A 33-year-old father from the U.K. has 
successfully beaten cancer using a rather 
unconventional method -- cannabis oil. … 
After undergoing unsuccessful chemotherapy, 
radiation, and surgery, <name> decided to take 
matters into his own hands … 

“Fake”
SheepDog

“use the style of The New York Times”

“use the style of CNN”LLM
Top predicted 
attribution: false or 
misleading information
(probability: 0.985)

Top predicted 
attribution: false or 
misleading information
(probability: 0.491)

Top predicted 
attribution: false or 
misleading information
(probability: 0.784)

Figure 3: Across the original fake news article and its LLM-
camouflaged counterparts, SheepDog maintains consistency
and accuracy in both its veracity prediction and the top-
predicted veracity attribution for debunking fake news.

we examine its performance using four diverse combinations of

prompts, denoted as R1 through R4.

Recall that we adopt the following template for news reframing:

Rewrite the following article in a / an [specified] tone: [𝑝]

For R1 through R4, the specified tones are defined as: (𝑝𝑅 / 𝑝𝐹 )

• R1: “objective and professional” /“emotionally triggering”.

• R2: “objective and professional” / “sensational”.

• R3: “neutral” / “emotionally triggering”.

• R4: “neutral” / “sensational”.
As shown in Table 9, SheepDog consistently demonstrates stable

and significant improvements over the most competitive baseline.

This validates the generalizability of our approach, suggesting its

potential in effectively combating deceptive information in the

ever-evolving digital landscape. Notably, our SheepDog approach

conducts sampling between two reliable-style reframings and two

unreliable-style reframings, leading to stronger versatility.

6.7 Case Study
To illustrate SheepDog’s potential for offering explanatory outputs

during model inference via its attribution predictions (detailed in
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Section 5.3), we present a case study based on a fake news article

from the LUN test set. As shown in Figure 3, the article falsely claims

the effectiveness of cannabis oil in treating cancer, aiming to mis-

lead readers, despite contradicting established medical knowledge.

While the baseline RoBERTa detector correctly flags the original ar-

ticle as fake news, it misclassifies two style-transformed adversarial

articles as real news. In contrast, SheepDog accurately identifies the

original article as fake news, a prediction that remains consistent

for its two adversarial counterparts. Remarkably, leveraging the

softmax-converted probabilities from attribution-level prediction

scores (Eq. 5), SheepDog consistently identifies "false and mislead-

ing information" as the top-predicted attribution for debunking fake

news. This style robustness is invaluable for practitioners seeking

to comprehend the rationale behind each flagged fake news, aiding

in human verification and assessment of prediction reliability.

6.8 Discussion: Why is SheepDog Yielding
Greater Performance Gains on LUN?

SheepDog shows significantly greater performance improvements

on LUN compared to PolitiFact and GossipCop in both adversarial

(Section 6.2) and original unperturbed settings (Section 6.3). Specif-

ically, it achieves [A] significant improvements on the original
unperturbed LUN test set while maintaining performance compara-

ble to the best baseline on PolitiFact and GossipCop (Table 5); and

[B] notably greater improvements on LUN compared to PolitiFact

and GossipCop on style-based adversarial test sets (Table 3).
These phenomena can be attributed to the unique style-related

features of LUN, which include distinct writing styles of (1) indi-
vidual news publishers and and (2) different news types. (e.g., hoax).
Unlike PolitiFact and GossipCop, LUN’s publishers (i.e., news sites)

in the training and test sets do not overlap [45], creating an inherent

distribution shift between training and test data. Furthermore, as

described in Section 6.1.1, the fake news articles in LUN encompass

satire, hoax, and propaganda with distinctive writing styles. As a

result, fake news detectors trained on LUN are expected to be more

reliant on writing style.

Recall that our Observation 1 reveals the heavy reliance of ex-

isting text-based detectors on styles rather than news content for

veracity prediction. Trained on LUN, the baseline models become

overly reliant on styles specific to both publishers and news types,

which potentially explains [A] and [B]:

• On the original unperturbed LUN test set (Table 5), publisher-

specific style features used by baseline models fail to generalize

to test articles, as test articles are produced by news sites not

included in the training data. In contrast, SheepDog, being style-

agnostic, remains unaffected by changes in news publisher styles

and yields significant improvements.

• On the adversarial LUN test sets (Table 3), both publisher-specific

and news type-specific style features utilized by baselines fail

to generalize. Notably, LLM-empowered style attacks reverse

the styles of both reliable and unreliable news (Section 4.1).

These style variations make type-specific style features detri-

mental for veracity prediction. In contrast, SheepDog achieves

style robustness through LLM-empowered news reframings and

content-focused veracity attributions, thereby reliably detecting

fake news.

7 CONCLUSION AND FUTUREWORK
In this paper, we address the critical aspect of style-related ro-

bustness in fake news detection. Motivated by our empirical find-

ing on the susceptibility of state-of-the-art text-based detectors to

LLM-empowered style attacks, we introduce SheepDog, a style-

agnostic fake news detector that emphasizes content veracity over

style. Jointly leveraging the strengths of task-specific LM backbones

and versatile general-purpose LLMs, SheepDog adopts a multi-task

learning paradigm, which integrates style-agnostic training and

content-focused veracity attribution prediction. Extensive experi-

ments on three real-world benchmarks demonstrate SheepDog’s

robustness and effectiveness across various style-based adversarial

settings, news reframing prompts, and representative backbones.

Moving forward, SheepDog lays a solid foundation for developing

more resilient and adaptable models in the ever-changing online

landscape, and demonstrates promising potential to be further ex-

tended to multi-modal scenarios.
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A DISCUSSION: EFFECT OF REFRAMINGS ON
LLM STYLE ROBUSTNESS

This section investigates the effects of incorporating our style-

diverse news reframings (Section 5.1) on LLM style robustness.

Following the experimental setup for evaluating style robustness

(Section 6), we report results on adversarial set A (formulation
described in Table 4) unless otherwise specified. We explore two

methods for adapting LLMs to diverse news styles: (1) in-context
learning and (2) fine-tuning, with prompt templates and LLM

configurations detailed in Appendix B.1. To mitigate randomness,

we present averaged metrics from three runs of each approach.

In-Context Learning. Table 10 compares a zero-shot GPT-3.5

detector with the following three in-context learning variants:

(1) GPT-3.5+ICL-2, which incorporates 2 randomly selected in-

context samples (1 real and 1 fake). (2) GPT-3.5+ICL-2-R, which
incorporates the same 2 in-context samples as GPT-3.5+ICL-2, en-

riched with style-diverse reframings. For each in-context sample,

we randomly select one reliable-style reframing and one unreliable-

style reframing. (3) GPT-3.5+ICL-4, which incorporates 4 ran-

domly selected in-context samples (2 real and 2 fake).

Table 10: GPT-3.5 in-context learning performance.

Method PolitiFact GossipCop LUN

GPT-3.5 42.13 39.59 59.63

+ ICL-2 38.57 38.88 57.51

+ ICL-2-R 41.76 41.83 60.29
+ ICL-4 42.35 41.47 60.25

Results in Table 10 indicate three key findings: (1) LLMs benefit
from more in-context samples, as GPT-3.5+ICL-4 outperforms GPT-

3.5+ICL-2. (2) Incorporation of news reframings effectively enhances
LLM style robustness, as shown by the consistent gains of GPT-

3.5+ICL-2-R over GPT-3.5+ICL-2. (3) On the fake news detection task,
LLM in-context learning does not offer clear benefits over LLM zero-
shot. The long sequence lengths of news articles limit the number

of in-context demonstrations, resulting in insufficient context and

overly lengthy prompts that LLMs struggle to process.

Fine-Tuning. Table 11 compares a zero-shot LLaMA2-13B de-

tector with the following two fine-tuned variants: (1) LLaMA2-
13B+FT, which fine-tunes LLaMA2 using the original training

articles. (2) LLaMA2-13B+FT-R, which fine-tunes LLaMA2 using

the original training articles and their style-diverse reframings. For

each article, we randomly incorporate one reliable-style reframing

and one unreliable-style reframing as fine-tuning data.

Table 11: LLaMA2-13B fine-tuning performance.

Method PolitiFact GossipCop LUN

LLaMA2-13B 33.24 25.79 32.64

+ FT 36.96 47.83 34.31

+ FT-R 44.44 56.06 42.22

Both LLaMA2 variants are fine-tuned using QLoRA [11] for 1

epoch with a batch size of 16 and a learning rate of 1 × 10
−4
. From

Table 11, we observe: (1) Fine-tuning generally enhances task-specific
LLM capabilities on fake news detection, as indicated by consistent

improvements of LLaMA2-13B+FT over LLaMA2-13B. (2) Incorpo-
rating style-diverse news reframings as fine-tuning samples further
improves style robustness, as indicated by consistent improvements

of LLaMA2-13B+FT-R over LLaMA2-13B+FT. (3) LLaMA2-13B+FT-
R still falls short compared to GPT-3.5 on the LUN adversarial test
set and performs worse than task-specific detectors and fully fine-
tuned LMs in Table 3. This suggests the need for larger, task-specific
corpora for fully adapting LLMs to fake news detection, further

highlighting our motivation for leveraging LLM general-purpose

capabilities in a zero-shot manner, which are reasonably strong and

more readily available.

B LLM PROMPTING CONFIGURATIONS
B.1 LLM Baselines
In section 6.1.2, we select three representative LLMs as fake news de-

tection baselines:GPT-3.5 [37] (model name: gpt-3.5-turbo-0301),
InstructGPT [39] (model name: gpt-3.5-turbo-instruct), and
LLaMA2-13B [52] (model name: Llama-2-13b-chat-hf).

For GPT-3.5 and InstructGPT, we use their APIs from OpenAI,

and set the temperature to 0 for stable veracity predictions. For

LLaMA2-13B, we employ model weights from HuggingFace Trans-

formers [58] version 4.31.0, with do_sample set to False for greedy

decoding. All models adopt the following prompt for zero-shot fake

news detection:

Question: Does the following contain real or fake news (or infor-

mation)? Answer in one word with either ‘Real’ or ‘Fake’, then

explain why. [news article]

Answer: [starts with a predicted veracity label]

B.2 Obtaining SheepDog’s News Reframings
Recall from Section 5.1 that we generate reliable-style reframings

and unreliable-style reframings with GPT-3.5 for each labeled news

article. Among the four prompt templates presented below, we use

the first two templates for reliable-style reframings, and the other

two for unreliable-style reframings.

During reframing generation, we set the temperature to 0.7 and

limit the maximum number of response tokens to 512. See Table 13

for a detailed reframing example.

Rewrite the following article in an objective and professional tone:

[news article]

Rewrite the following article in a neutral tone: [news article]

Rewrite the following article in an emotionally triggering tone:

[news article]

Rewrite the following article in a sensational tone: [news article]
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B.3 Obtaining SheepDog’s Veracity Attributions
In Section 5.3, we use an LLM to elicit auxiliary content-centric in-

formation directly related to news veracity. Specifically, we prompt

the LLM to provide explanatory outputs for each fake news article

in the training set, based on predefined content-focused rationales

aimed at debunking fake news.

We draw from existing literature, which commonly emphasizes

two key aspects: (1) sources of information [26, 63], and (2)
correctness of news content [2, 51]. Inspired by these insights,

we devise four rationales:

• Source-related rationales: [A] lack of credible sources; and [B]
inconsistencies with reputable sources. These rationales are in-

formed by prior research emphasizing the importance of rep-

utable sources in validating conclusions [63] and correcting false

information [26].

• Content-related rationales: [C] false or misleading information;

and [D] biased opinion. Fake news, defined as intentionally and

verifiably false information [2, 51], often manipulates biased

opinions to exploit cognitive vulnerabilities in news consumers.

Consequently, we devise [C] in alignment with the definition of

fake news, and [D] to represent a common strategy employed

by fake news producers.

Our four rationales cover the key aspects of source- and content-

related indicators in debunking fake news. We utilize the following

prompt to obtain content-focused veracity attributions, and set the

temperature to 0 to ensure stability. An example is presented in

Table 14.

Article: [fake news article]
Question: Which of the following problems does this article have?

Lack of credible sources, False or misleading information, Biased

opinion, Inconsistencies with reputable sources. If multiple op-

tions apply, provide a comma-separated list ordered from most to

least related. Answer “No problems” if none of the options apply.

C ANALYSIS ON CONTENT CONSISTENCY OF
LLM-EMPOWERED NEWS REFRAMINGS

LLM-empowered news reframings play a key role in achieving

style robustness. Table 13 provides a comparison between a news

article and its reliable-style reframing, illustrating concretely the

impressive capability of LLMs to introduce different tones while

preserving the news content.

To offer a more comprehensive assessment of content consis-

tency between the original news article and its reframings, we

investigate claim entailment for a straightforward and quantifiable

estimation. Specifically, the original article should ideally entail the

central factual claims within its reframing, and vice versa.

Given that news articles exhibit significantly longer sequences

and more complex logical structures compared to the sentence pairs

in natural language inference (NLI) benchmarks (e.g., SNLI [6] and

MultiNLI [57]), we opt against utilizing NLI models pre-trained on

these benchmarks. Instead, we instruct a GPT-3.5 model to extract
claims and infer claim entailment. The prompt template for claim

extraction is as follows:

Extract and summarize the central factual claim in the following

article. Article: [news article A]. Claim:

Querying the LLM yields a succinct summarization of the arti-

cle’s central factual claim, typically composed of several sub-claims.

An example response is provided as follows:

Response Example for Claim Extraction: Financial experts are
concerned about the negative impact of China’s undervalued yuan

on both Asia and the United States. They are calling on regional

governments and the Group of 20 leaders to take action to prevent

potential currency and tradewars. The experts emphasize the need

for neighboring countries to urge China to relax its exchange rate

controls in order to address the global current account imbalance.

They also highlight the adverse effects of US monetary easing

and China’s low exchange rate on emerging market economies.

The experts are urging the G20 to address the currency problem

at its upcoming summit in South Korea and to oppose unilateral

devaluation moves and support currency stability.

With the extracted claim, we predict claim entailment using the

following prompt:

Question: Does the following article entail the claim: [claim ex-

tracted from news article A]? Answer in one word with either

‘Yes’ or ‘No’. Article: [news article B].

While precise entailment assessment requires detailed analysis

of each article’s nuances and specific claim wordings, evaluating

the proportion of article pairs with predicted claim entailment

provides a general estimation of content consistency. To ensure

comprehensive coverage, we analyze two larger-scale benchmark

datasets: GossipCop and LUN (dataset statistics in Table 2).

Table 12: Claim entailment (%) between original news articles
and their objective-style reframings.

Dataset original-entail-objective objective-entail-original

GossipCop 86.20 89.17

LUN 89.22 87.53

As shown in Table 12, the proportions of claim entailment range

from 86.20% to 89.22% across both datasets, suggesting a reasonably

high consistency between the central factual claims presented in the

original news articles and their reframings. This consistency further

validates the effectiveness of our reframing approach in preserving

the core content of news while injecting stylistic variations.
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Table 13: An example of GPT3.5-generated reliable-style news reframing, truncated into sentences for a clearer comparison.

PROMPT: Rewrite the following article in an objective and

professional tone:

RESPONSE:

BREAKING: Obamas Daughter BUSTED By The Cops For Doing

This

Malia Obama’s Recent Activities Raise Concerns

At the Democratic National Convention, Michelle Obama tried

to use her daughters as shining examples of just how far Amer-

ica has come.

Recently, reports have emerged regarding the behavior of

Malia Obama, daughter of former President Barack Obama

and Michelle Obama. At the Democratic National Conven-

tion, Michelle Obama showcased her daughters as symbols of

progress in America.

But the fact is that the young Obamas are pushing the limits as

any teenager does and probably even further.

However, it appears that the young Obamas, like many

teenagers, are testing boundaries and possibly going beyond

them.

According to new reports, Malia Obama was spotted at a party

in Marthas Vineyard recently. It was eventually broken up by

police because of noise complaints.

According to sources, Malia Obama was seen at a gathering

in Marthas Vineyard that was eventually disbanded by law

enforcement due to noise complaints.

The first daughter was immediately rushed from the party by

Secret Service before the cops arrived.

The first daughter was promptly escorted away from the scene

by the Secret Service before the arrival of the police.

The West Tisbury police declined to confirm if Malia was there,

citing national security.

West Tisbury police have neither confirmed nor denied Malia’s

presence at the event, citing national security concerns.

But the truth surfaced anyway. Nevertheless, the truth regarding her attendance eventually

surfaced.

This is just one incident in a string of wild behavior on Malias

part.

This incident is just one in a series of instances where Malia’s

behavior has attracted attention.

Just a month ago the first daughter came under fire when photos

surfaced of her smoking marijuana at a concert.

Not long ago, she faced criticismwhen photos emerged showing

her allegedly smoking marijuana at a concert.

Malia is clearly using her gap year before Harvard to party and

experiment.

It appears that Malia is utilizing her gap year before attending

Harvard University as a period for socializing and experimenta-

tion.

Later, Malia and Barack were spotted strolling around a pool

together having a chat.

Later on, bothMalia and Barack Obamawere observed engaging

in a conversation while walking near a pool.

Were sure he had a few choice words for her. It can be assumed that the former president had some words of

advice or guidance for his daughter.

Clearly, a lack of respect for the law runs deep in this family. It is evident that a lack of regard for the law seems to be a recur-

ring issue within this family. In conclusion, recent events raise

concerns about the behavior of Malia Obama. These incidents,

including her presence at a party disbanded by the police and

alleged marijuana use, suggest a period of exploration and a

certain disregard for legal boundaries.
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Table 14: An example of content-focused veracity attributions extracted from GPT3.5, given a fake news article as input.

PROMPT: Article: BREAKING: Obamas Daughter BUSTED By The Cops For Doing This At the Democratic National Convention, Michelle

Obama tried to use her daughters as shining examples of just how far America has come. But the fact is that the young Obamas are pushing

the limits as any teenager doesand probably even further. According to new reports, Malia Obama was spotted at a party in Marthas Vineyard

recently. It was eventually broken up by police because of noise complaints. The first daughter was immediately rushed from the party by

Secret Service before the cops arrived. The West Tisbury police declined to confirm if Malia was there, citing national security. But the truth

surfaced anyway. This is just one incident in a string of wild behavior on Malias part. Just a month ago the first daughter came under fire

when photos surfaced of her smoking marijuana at a concert. Malia is clearly using her gap year before Harvard to party and experiment.

Later, Malia and Barack were spotted strolling around a pool together having a chat. Were sure he had a few choice words for her. Clearly, a

lack of respect for the law runs deep in this family.

Question: Which of the following problems does this article have? Lack of credible sources, False or misleading information,
Biased opinion, Inconsistencies with reputable sources. If multiple options apply, provide a comma-separated list ordered from
most to least related. Answer "No problems" if none of the options apply.

RESPONSE: False or misleading information, Biased opinion.
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